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map labels on themap perception task

Current state-of-the-art map construction methods such as MapTRv2 use sensor
data (360° surround view camera setup and LiDAR) to construct high definition
maps. These methods extract features from the sensor data and transform them
into a Bird’s Eye View (BEV) representation and derive maps in polyline represen-
tation using transformer-based architectures. However, the construction of high
quality maps requires accurate labels, but due to road construction or human
error in labeling, the quality can not always guaranteed.
The goal of this thesis is to investigate the e�ect of map label noise on the per-
formance of map constructionmodels. Therefore, di�erent types of map label
noise should be implemented in the label generation process of the dataset Ar-
goverse 21. A�erwards the map construction model MapTRv2 should be trained
with noisy labels and the performance evaluated on a validation dataset without
map label noise.

The proposed thesis consists of the following parts:

+ Literature research about Map errors, the AV2map format and Map perception
+ Implementation of di�erent noises in the mal label generation process (e.g.
Gaussian noise, Perlin noise, Missing labels, etc.)

+ Training of MapTRv2 with the di�erent noise types
+ Evaluation of the e�ect of the di�erent noise types on the map perception

I am happy to answer any questions you might have. Feel free to ask for an
appointment or directly ask at my o�ice!
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